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Modeling of gas dynamics for a laser-generated plasma: Propagation into low-pressure gases
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The physical phenomena involved during three-dimensional axisymmetric laser-induced plasma expansion
into background gas are numerically studied. For this purpose, a multispecies hydrodynamic model is devel-
oped which considers the effects of mass and ambipolar diffusions, thermal conduction, viscosity, and non-
equilibrium conditions for ionization. This model is applied to describe quantitatively the Si plasma plume
expansion into Ar or He gases. It is shown that the mechanism of plasma expansion depends critically on both
the pressure and mass of the background gas. The shock front expansion is found to be strongly correlated with
ion dynamics. A pronounced difference between heavy-particle and electron temperatures indicates a persistent
lack of equilibrium between the heavy particle and the electron in the plasma plume expansion. The Si atoms
of the rarefied plume are essentially driven by the backward-moving background gas as a result of a mass
diffusion process. It is also noted that the diffusion processes are only important in the last expansion stage,
and are less significant in the first stage. Therefore, it is shown that a computation which does not include
diffusion effects~Euler equations! can adequately describe only the earliest stage of plasma expansion into
background gas. The ability of the Navier-Stokes hydrodynamic multispecies model to predict the key role of
the background gas type~Ar, He! and pressure is demonstrated.

PACS number~s!: 52.50.Jm, 52.65.2y
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I. INTRODUCTION

Pulsed laser deposition~PLD! has become a flexible an
effective method of depositing a wide variety of thin film
extending from high-Tc superconductors to dielectric mat
rials @1#. More recently, PLD was shown to be a technolo
cally attractive technique for producing silicon nanostru
tures@2#. Physical processes during PLD produced by sh
laser pulses~ranging from picoseconds to nanoseconds! and
relatively low laser fluences~,10 J/cm2! can be described by
four successive stages@3,4#: ~i! evaporation of the target ma
terial; ~ii ! interaction of the evaporated cloud with the las
beam, resulting in cloud heating and plasma formation;~iii !
plasma plume expansion into the vacuum or background
environment; and~iv! deposition of material on a substrat
The first two processes occur during the laser pulse.
nanosecond laser pulses, it may be assumed that the
process~i.e., the expansion stage! starts after the laser puls
has terminated, and thus can be considered separately
first two processes have been widely discussed elsew
@3–5#.

Plasma expansion into a vacuum environment is a sim
adiabatic regime which can be fully predicted by theoreti
models and numerical gas dynamic simulations@3,4#. The
plasma behavior into a background gas becomes cons
ably more complicated due to the rise of new physical p
cesses involved such as deceleration, shock wave forma
thermal conduction, diffusion, recombination, and clusteri
Previously a deeper understanding of the plasma plume
pansion was gained by combining experimental results w
models derived from numerical simulations@1,6,7#. For low
PRE 621063-651X/2000/62~3!/4152~10!/$15.00
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gas pressure~less than;100 mTorr!, plasma expansion wa
described by Monte Carlo simulation@8#, whereas for higher
pressure many numerical simulations were performed us
compressible and nondissipative conservation equations
mass, momentum, and energy~i.e., Euler equations! @7,8,10#.
The latter hydrodynamic approach is advantageous for p
viding density, velocity, and temperature profiles across
plasma plume as a function of time, and leading to quanti
which may be compared with experimental measureme
@7,8,10#. However for Euler modeling, all the simulated sp
cies, including neutral atoms and ions, have the same ve
ity ~i.e., fluid velocity!, whereas experimental results indica
that neutral atoms are characterized by a lower most p
able velocity in comparison with ionized atom velocitie
@3,11–13#. In fact, owing to the presence of large electr
density gradients in the compression shock, and to the h
mobility of electrons, conditions are favorable for the diff
sion of electron gas with respect to ion gas, and to the c
ation of space charges. Together with viscosity and heat c
duction, diffusion affects the structure of the shock front a
thus the thermalization of plume species@14#. Finally, during
plasma expansion into the background gas, a consider
part of the ionization energy is converted into hydrodynam
flow via recombination processes@9,14#. Thus the plasma
plume expansion should not be considered in ionizat
equilibrium.

In the present work, a multispecies three-dimensional a
symmetric model is developed to describe laser-indu
plasma expansion into background gases. The full Nav
Stokes computation with mass and forced diffusions, ther
conduction, and viscosity is used for the first time, to o
4152 ©2000 The American Physical Society
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PRE 62 4153MODELING OF GAS DYNAMICS FOR A LASER- . . .
knowledge, to improve the predictive capability of the co
puter simulation. The model also incorporates the none
librium condition for ionization and recombination. Th
study is focused on a presentation of the physical and
merical modeling~Navier-Stokes equations, transport pro
erties, ionization, and recombination mechanisms!, and on a
quantitative description of the spatial and temporal evolut
of the laser-induced Si plasma plume into both Ar and
gases. Modeling conditions are characterized by sev
laser-ablation processing parameters including energy de
ties, background gas nature, and pressure. Differences
tween Navier-Stokes and Euler computations are outlin
Finally, the plasma expansion behavior into the backgro
gas, and some interesting physical features such as the
perature evolution of atoms and electrons, the shock fr
and ion dynamics, and ionization degree variations are
sented and discussed.

II. PHYSICAL AND NUMERICAL MODELING

A. Physical consideration

The gas dynamics processes are studied in the cas
irradiation of a pure silicon target, placed in a backgrou
gas, with an excimer laser beam (ArF,l5193 nm). The la-
ser fluence range is 1.5–2.4 J/cm2, providing a good supply
of singly ionized Si while avoiding higher ionization stat
@2,12,13#. Four species are considered in the hydrodyna
model: SiI ~neutral atom,i 51!, Si II ~singly ionized atom,
i 52!, electrons (i 53) and ArI or He ~neutral atom,i 54!.
The background gas of Ar or He is assumed to be neu
because of its high ionization energy~16 and 24 eV, respec
tively!. The plasma plume and background gas are treate
a compressible flow@3,8#. The plasma is assumed to b
quasineutral, and two-temperature modeling (T,Te) is used
to describe the ionization nonequilibrium condition@9,14#.
The electron temperatureTe deviates from the heavy-particl
temperatureT because of the slow rate of energy trans
between electrons and heavy particles caused by the l
mass disparity between the electrons and heavy particle

B. Governing flow equations

The three-dimensional axisymmetric compressi
Navier-Stokes equations are solved for a multispecies
including the effects of mass and forced diffusion and th
mal conduction and viscosity, and are written as follo
@15#:

]r i

]t
1div@r i~nW 1nW di!#5v i , i 51,...4, ~1!

]rnW

]t
1div~rnW nW 2PI%1t% !50, ~2!

]Ea

]t
1div@EanW 2~2PaI%1t% !nW 1qW !] 5Sa , ~3!

]Ee

]t
1div@Ee1Pe!~nW 1nW die!] 5Se1Fe . ~4!
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In these equations,r i , nW di , andv i are the density, the dif-
fusion velocity, and mass source term of speciesi, respec-
tively. nW is the velocity,r is the density of the mixture,Pa
andPe are the atom-ion and electron pressure, respectiv
P is the overall pressure, andt% is the viscous shear stres
tensor.Ea andEe are the atom-ion and electron energies, a
Sa andSe are the atom-ion and electron energy source ter

An ideal-gas equation of state is assumed for each spe
~heavy particle, electron!. The overall pressureP is given by

P5Pa1Pb5(
iÞe

r i

RT

M̂ i

1re

RTe

M̂e

, ~5!

where M̂ i is the molecular weight of speciesi, M̂e is the
molecular weight of the electron, andR denotes the universa
gas constant.

The heat conductive fluxqW can be expressed as

qW 52lm¹W T1(
i

nW di
r ihi , ~6!

wherelm is the gas mixture’s thermal conductivity. The sp
cific enthalpyhi can be written as

hi5E
0

T

Cpi
dT1hi

0, ~7!

whereCpi
andhi a

are the specific heat at constant press
and the heat of the formation of speciesi, respectively.

The rigorous form of diffusion velocity given by Curtis
and Hirschfelder@16# is usually difficult to include in nu-
merical simulation. Therefore, a simplification of the expre
sion for diffusion velocity is necessary. Oran and Boris gi
useful formulas for evaluating the diffusion velocity an
transport coefficients@15#. The diffusion velocities are solu
tions to the system of equations@15#

grad Xi5(
j

XiYj

Di j
~nW d j2nW di!, ~8!

where, for each speciesi, Xi is the mole fraction,Yi is the
mass fraction, andDi j is the diffusivity of the speciesi into
the speciesj. Here the contributions of thermal and pressu
diffusions, which are generally small in comparison with t
mass diffusion, are neglected.

Forced diffusion due to the presence of an electric fi
also has to be considered. Electrons possess higher mo
and diffuse faster than ions, leaving behind them an exc
of positive charges. The electric field produced by this init
charge separation tends toward a slowing down of the e
trons and an acceleration of the ions. Thus the electric fi
affects the diffusion processes of the electrons and ions.
electric force also acts on the charged particles and may
nificantly change their energy. The rigorous treatment of
problem of forced diffusion by an electric field requires
complex system of equations@17#. Therefore, here we tend
to consider this effect approximately by introducing the a
bipolar diffusion concept~i.e., a small degree of charge sep
ration! for charged particles~ionized atom and electron! @17#.
Ambipolar diffusion occurs when an electron pressure gra
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ent exists in an ionized gas, but when there is not a g
charge separation@17#. For low laser fluences, near th
plasma ignition threshold, a small degree of charge sep
tion may be assumed. Because of the linking of the elec
and ion diffusion by the electric field, an ambipolar diffusio
coefficient is twice the value of an ionic diffusion coefficie
@17#. The electric field termFe , which appears in Eq.~4!, is
given by @14,17#.

Fe5~nW 1nW die!•grad Pe . ~9!

For the thermal conductivity of the mixture@18#, an ex-
tremely useful equation was given by Mason and Sax
@18#, and reported by Oran and Boris@15#,

lm5(
i

l iF11
1.065

2A2ni
(
kÞ i

nkF ikG21

, ~10!

wherenk is the density of speciesk; F ik is given by

F ik5
@11~l i /lk!

1/2~M̂ i /M̂ k!
1/4#2

@11M̂ i /M̂ k#
1/2

; ~11!

andl i is the thermal conductivity of speciesi.
The viscosity of a gas mixture was given by Wilke@19#,

mm5(
i

m iF11
&

4ni
(
kÞ i

nkw ikG21

, ~12!

wherem i is the viscosity of the speciesi, ni andnk are the
densities of the speciesi andk, respectively, andw ik is ex-
pressed as

w ik5
@11~m i /mk!

1/2~M̂ k /M̂ i !
1/4#2

@11M̂ k /M̂ i #
1/2

. ~13!

A detailed description of the transport coefficients~thermal
conductivity and viscosity of the individual Si, Ar, and H
gases, binary diffusion!, which are expressed as polynomi
functions of the temperature, can be found in Ref.@20#.

C. Nonequilibrium ionization model

The source terms in Eqs.~2!, ~4!, and ~5! depend on the
ionization and recombination rate constants which w
given by Zeldovich and Raizer@14#, and were discussed i
detail in Ref.@9#. The photoabsorption process is neglec
because for such ablation conditions the plasma plume
nonabsorbant medium@9#. The following processes are con
sidered to estimate the rate constants:~a! ionization of
ground state SiI and three-body recombination into th
ground state,

Si I1e18.1 eV↔Si II1e1e; ~14!

and ~b! photorecombination into the ground state,

Si II1e→Si I1hn. ~15!

The electron impact ionization ratekf a is expressed as
at

a-
n

a

e

d
a

kf a52
~2pmekTe!

3/2

neh
3 kba expS 2Ui

Te
D , ~16!

where me is the mass of the electron,ne is the electronic
density, Ui is the ionization potential of the atom in th
ground state, andk is the Boltzmann constant.C2 is the
three-body recombination rate constant given by

kba5
4p~2p!1/2

9

e10

me
1/2~kTe!

9/2ne , ~17!

wheree is the charge of the electron. The photorecombin
tion rateC3 is

kf b52310213/ATe, ~18!

whereTe is in eV.
So the source terms of massv i in Eqs.~1! are

v15m1ne@~C31C2!n22C1n1#, ~19!

v25m2ne@2~C31C2!n21C1n1#, ~20!

v35v2~m3 //m2!, ~21!

v450, ~22!

wheren1 is the neutral atom density,n2 is the ionized atom
density, andmi , is the mass of one atom of the speciesi. mi

is given by the formulami5M̂ i /NA , where NA is the
Avogadro number.

The source term of energySa in Eq. ~3!, obtained by
neutral atom and ion elastic collision exchange with el
trons, can be written@16#

Sa53Rre~Te2T!S SRTe

pM̂e
D 1/2

(
iÞe

reni

M̂ e
2

sei , ~23!

whereM̂e and M̂ i are the molecular weight of the electro
and speciesi, respectively.sei is the cross section fo
electron-speciesi interaction@21#.

The source term of energySe in Eq. ~4!, gained and lost
by electrons in elastic and nonelastic collisions, is given
@9,14#

Se52Sa1 2
3 ~E* n2kba2Uin1kf a2 3

2 kTekf b!, ~24!

whereE* is the energy gained by the electron during a th
body recombination reaction, and can be expressed as a f
tion of electron density and temperature@9,14#.

D. Numerical integration

In order to describe the unsteady plasma evolution,
Navier-Stokes equations~1!–~5! are numerically solved with
the flux corrected transport algorithm LCPFCT@17,22# for
the convective terms of these equations. This approac
coupled with a second-order finite volume method for in
grating the viscous terms@23#. It is noted that the LCPFCT is
a nonlinear monotone algorithm that is fourth order accur
in phase. The integration is carried out by a two-st
predictor-corrector procedure with diffusive and antidiff
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sive steps successively. The first step modifies the lin
properties of a high-order algorithm by adding diffusion du
ing convective transport to prevent dispersive ripples fr
arising. The added diffusion is removed in an antidiffusi
step. The calculations maintain high-order accuracy with
requiring artificial viscosity to stabilize them. A detailed di
cussion of these numerical properties of the LCPF
method can be found in Ref.@22#.

It is also acknowledged that in the viscous term integ
tion, values of the diffusive fluxes at interfaces between g
nodes are used. Their expressions were obtained f
second-order-centered approximations of primary variab
@15#. Recently, this numerical method was used to pred
mixing regimes in a spatially confined two-dimensional co
pressible mixing layer@24#.

A schematic diagram of the plasma plume expansion
shown in Fig. 1. In order to reduce the total integration tim
axisymetric~r, z! modeling is carried out. The axial distanc
Lz from the substrate is in the range 1.5–3 cm, and the ra
oneLr from the symmetry axis is in the range 0.5–2.5 c
Depending on the computational time to be investigatedLr
andLz values are chosen to avoid interactions of the plas
plume with the boundaries. The three-dimensional axisy
metric computational domain is meshed with uniform c
size in ther andz direction. Slip-wall conditions are selecte
at the top. No-slip-wall conditions are imposed on the rig
and left of the computational cavity. The grid steps used
our calculations are about 20–50ms. The time step used in
our calculations is about 10212s.

III. RESULTS AND DISCUSSION

A. Initial conditions for hydrodynamic modeling

The initial conditions of the simulation are determin
when the laser pulse ends. The initial density, temperat
and velocity profiles are carried out from a one-dimensio
~1D! thermal model which accounts for the laser-Si so
target interaction@25#. The 1D model incorporates the in
verse bremsstrahlung absorption mechanism for vapor h
ing through laser-beam-evaporated cloud interaction,
condition of quasineutrality, and the local thermodynam
equilibrium condition for ionization. The Saha equation
used to evaluate ion densities. Typical initial density, te
perature, and velocity profiles in theZ direction ~cf. Fig. 1!,
perpendicular to the target surface, are shown in Figs.~a!

FIG. 1. Schematic diagram of the laser-induced plasma plu
expansion.
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and 2~b! for a silicon target irradiated with an ArF laser (l
5193 nm) with a pulse duration at full width at half max
mum ~FWHM! of 15 ns and an energy density of. 1.5 J/cm2.
The profiles are given at the end of the laser pulse. At
inner edge of the plasma, the Si density is at a maxim
while the velocity is at a minimum. Next the density and t
temperature decrease monotonically while the velocity
creases linearly. At this laser fluence of 1.5 J/cm2, slightly
above the plasma ignition threshold~'1.0 J/cm2! @2,12,13#,
the maximum ionization degree is about 0.6%. However
an irradiance of 2.4 J/cm2, the ionization is;9%, indicating
stronger plasma absorption during the laser pulse.

Thereafter, the background gas surrounding the plas
plume is assumed to be static~i.e., no fluid velocity! and at
room temperature 300 K. The background gas~Ar, He! pres-
sure ranges from 100 mTorr to a few Torr.

B. Comparison between Euler and Navier-Stokes computations

We evaluated the effects of diffusion processes on
plume expansion by comparing Navier-Stokes to Eu

e

FIG. 2. Initial density~a!, temperature~a!, and velocity~b! pro-
files as a function ofz position resulting from the 1D thermal mod
eling calculation at the end of the laser pulse~the FWHM is 15 ns!
with a fluence of 1.5 J/cm2.
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model results. Figures 3~a! and 3~b! show the density profile
of Si neutral atoms along the symmetricZ axis at t
50.12ms @Fig. 3~a!# and t51.1ms @Fig. 3~b!#, resulting
from the two computations. The modeling conditions were
follows: at a laser fluence of 1.5 J/cm2, there was 400 mTorr
of Ar. At the early expansion stage (t50.12ms), the Si den-
sity profiles provided by the two models are similar. T
results show that the convective-mixing regime domina
during the first expansion stage. It may be concluded th
Euler computation which is less complicated than a Nav
Stokes computation can adequately describe the dyna
phenomena, at least during the first expansion staget
,200 ns), in which the background gas is ‘‘snow plowed
and mixed with the leading edge of the plume. At a la
expansion stage@t51.1ms; Fig. 3~b!#, the Si density is ap-
proximately 10% higher in the Navier-Stokes model f
shorter distances (z,0.4 cm), while for longer distances (z
.0.6 cm) the densities determined by the two models
quite similar. This indicates that diffusion effects are sign
cant behind the expanding front, and less so in the expan
front (0.6,z,0.8 cm). This is probably due to the fact th
the diffusion velocities of Si and Ar atoms are negligible
comparison with the high velocity of the expanding fron

FIG. 3. Comparison of 2D results from Euler and Navier-Stok
gas dynamics calculations, with a laser fluence of 1.5 J/cm2 and 400
mTorr of Ar: profiles of Si density as a function ofZ position and at
times t50.12ms ~a! and t51.1ms ~b!.
s

s
a

r-
ic
(

r

re
-
ng

,

and are significantly increased while the mean velocity of
plume is dramatically decreased behind the expanding f
because of the rarefied plume-background-gas interac
The difference between Euler and Navier-Stokes comp
tions becomes more and more pronounced for longer exp
sion times. We also found a similar trend with other sim
lated plume parameters~temperature, velocity!. Thus it
validates our attempt to use the Navier-Stokes computa
to obtain a more accurate description of the plume expan
into background gas. For example, the Navier-Stokes mo
makes it possible to calculate the diffusion velocities of t
different species, which is not the case for the Euler mod
where all the species have the same fluid velocity. In the n
sections only the results of Navier-Stokes modeling will
presented and discussed.

C. Plume expansion into background gas

Figures 4~a! and 4~b! show the evolution of the density o
Si atoms and the temperature at different distancesz from the
target, respectively. The modeling conditions were as
lows: a laser fluence of 1.5 J/cm2 and 400 mTorr of Ar. At
z51 mm, the peak of the Si density (1.331017atoms/cm3)
already has a much smaller value~a factor of; 250! than

s FIG. 4. Results of a 2D Navier-Stokes gas dynamics calcula
with a laser fluence of 1.5 J/cm2 and 400 mTorr of Ar: profiles of
temperature~a! and Si density~b! as a function of time at differen
z positions.
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that of the maximum density observed at the inner edge
the plasma att50 ~the end of the laser pulse! @see Fig. 2~a!#.
Then this maximum of the Si density has both a time a
space exponential decrease owing to the very rapid Si pla
expansion. At 0.8ms and at a distance up to 4 mm, the
density is quite homogeneous (;931015atoms/cm3), and is
now lower than the Ar density of 400 mTorr (1.
31016atoms/cm3). The peaks of the temperature~21 000,
17 000, and 8000 K! at distances of 1, 3, and 5 mm, respe
tively @Fig. 4~b!# are essentially due to the shock heating
the contact front between the Si plasma plume and the
gas. Note that att50 ~the end of the laser pulse!, the maxi-
mum temperature is;7000 K @Fig. 2~b!#. This means that a
considerable part of the kinetic energy is converted into
ternal energy as a result of shock heating. Physically, i
clear that the principal role in the mechanism of shock co
pression is determined by a viscosity phenomenon ra
than by heat conduction@14#. The viscous mechanism caus
the scattering of the directed momentum of the plas
plume, and the conversion of the kinetic energy of t
forward-directed motion into kinetic energy of random m
tion, i.e., the conversion of mechanical energy into heat.
the other hand, heat conduction indirectly affects the conv
sion of mechanical energy because of the redistribution
pressure. As in a cooling process, the exponential diminu
of the temperature is in good agreement with experime
observation@12#. For z55 mm and at 0.6ms, the shock in-
tensity is diminished significantly with a decrease in t
maximum temperature of about 8000 K@Fig. 4~b!#. At a
longer distancez57 mm the temperature distribution exhib
its no peak because of the vanished shock intensity, and
temperature is decrease slowly below 3500 K fort
.1.2ms.

Figures 5~a! and 5~b! show simulated mass fractions of S
and Ar along the symmetricZ axis, at t50.12 and 1.1ms
respectively. The modeling conditions are the same as
Figs. 3 and 4. At the early stage of the plasma expans
(t50.12ms), Ar gas is mixed with the leading edge of the
plume at the contact front (z50.3 cm), and the mixing laye

FIG. 5. Results of a 2D Navier-Stokes gas dynamics calcula
with a laser fluence of 1.5 J/cm2 and 400 mTorr of Ar: profiles of
mass fraction of Si and Ar as functions of thez position along the
symmetryZ axis and at timest50.12ms ~a! and t51.1ms ~b!.
of
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is from z50.2 to 0.3 cm. At this early time, some Ar atom
escape from the mixing zone, and begin to move through
Si plasma plume (z,0.2 cm). At a later time (t51.1ms),
the mixing zone vanishes, and the Si and Ar gases becom
nearly perfect mixture as a result of mass diffusion.

At the beginning of the plasma expansion and close to
surface~initial conditions!, the temperatures of electrons an
atoms are assumed to be equal as a consequence of
thermodynamic equilibrium conditions during the las
pulse. However, since a two-temperature approach~T and
Te! is used in our modeling because of the nonequilibriu
ionization hypothesis, it is interesting to compare their sp
and time evolution as well as the degree of ionization.

Figures 6~a! and 6~b! show the temporal evolution of th
temperature of the electrons and the heavy-particle temp
tures at different distancesz from the target. The modeling
conditions are a laser fluence of 2.4 J/cm2 and 400 mTorr of
Ar. At a distance of 1 mm, the electron temperature is low
than that of the heavy particle in the shock front, which
represented by the peak of the temperature evolution.
tween 3@Fig. 6~a!# and 5 mm@Fig. 6~b!#, the electron and

n

FIG. 6. Results of a 2D Navier-Stokes gas dynamics calcula
with a laser fluence of 1.5 J/cm2 and 400 mTorr of Ar: time evolu-
tion of the electrons and heavy-particles temperature at differez
positions, 1 and 3 mm~a! and, 5 and 7 mm~b!.



th
fo
of

on
ti

re
b

tio

a
nd

tio
e
n

g
he
d
tio
t i

ser

sed

the
e 8
try

he
r

sen-
of
es
of

e
ex-
in-
res-

ture
s
orr
f

he
e

file

ser
s
Si
ws
ar-
as
e
he

e
g

tion

d

4158 PRE 62LE, ZEITOUN, PARISSE, SENTIS, AND MARINE
heavy-particle temperatures are approximately equal in
shock front. However, the cooling mechanism is faster
the heavy particles than for the electrons. At a distance
mm from the target surface,Te is globally higher thanT
owing to the weakness of the shock front at this locati
The differences between the two temperatures at any loca
are still great at a later time expansion stage (t.2 ms). The
slow decrease in electron temperature behind the comp
sion shock compared to that of the heavy particle may
explained by processes such as three body recombina
which dominate whenTe decreases@14#.

Figures 7~a! and 7~b! show the degree of ionization as
function of time for different distances from the target, a
with 400 mTorr of Ar. For a laser fluence of 1.5 J/cm2 and at
z51 mm @Fig. 7~a!#, the simulated fractional ionization
peaks at 0.16%. Like the electron temperature, the ioniza
degree decreases exponentially with the expansion tim
result of the recombination process. For a high laser flue
of 2.4 J/cm2 and atz52 mm @Fig. 7~b!#, the simulated frac-
tional ionization peaks at;35% as a result of shock heatin
~thermal ionization!. These ionization peaks appear at t
same time as the electron density peaks, and are locate
the compressed zone. However, it is noted that the ioniza
degree falls off dramatically after the shock heating, and i

FIG. 7. Initial ionization degree profiles as a function of tim
and at differentz positions resulting from the 1D thermal modelin
calculation at the end of the laser pulse~the FWHM is 15 ns! with
laser fluences of 1.5 J/cm2 ~a! and 2.4 J/cm2 ~b!.
e
r
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below 0, 12% and 2.5% at late expansion times for la
fluences of 1.5 and 2.4 J/cm2, respectively.

D. Influence of background gas pressure and nature

PLD of Si into Ar and He gases has been commonly u
to produce Si nanostructures@Eq. ~2!#. Thus it is interesting
to investigate the influence of the nature and pressure of
background gas on plasma expansion behavior. Figur
shows the simulated Si density profile along the symme
axisZ at t52.4ms, and, for a laser fluence of 2.4 J/cm2, 400
and 700 mTorr of Ar. The increasing Si density near t
target surface (z,0.2 cm) with the increasing pressure of A
indicates that the Si atoms of the rarefied plume are es
tially driven by the backward-moving Ar gas as a result
mass diffusion; the backward motion of Si atoms becom
more significant with increasing Ar pressure. The splitting
the Si plume~i.e., two maximum densities! is more pro-
nounced with 700 mTorr of Ar than with 400 mTorr. Th
numerical results obtained are in good agreement with
perimental results, indicating a significant deposition
crease of Si particles around the laser spot when the Ar p
sure is increased@2#.

Figure 9 shows the calculated heavy-particle tempera
as a function of time atz55 mm and for the same condition
as in Fig. 8. The temperature of heavy particles at 700 mT
is a factor of1

2 lower than at 400 mTorr of Ar, as a result o
the increasing collision frequency of the Si plume with t
cold background gas. A similar trend is also found for H
gas.

Figure 10 shows a comparison of the Si density pro
along the symmetry axisZ at t51 ms between a plasma
expansion in Ar or He at a pressure of 700 mTorr and a la
fluence of 2.4 J/cm2. The mean velocity of the Si plume i
higher in He than in Ar, and the backward motion of the
plume is less significant in He than in Ar. Figure 11 sho
the temporal distribution of the temperature of heavy p
ticles atz54 mm. The modeling conditions are the same
in Fig. 10. The temperature with 700 mTorr of Ar is thre
times as high as with 700 mTorr of He. The difference in t

FIG. 8. Results of a 2D Navier-Stokes gas dynamics calcula
with a laser fluence of 2.4 J/cm2 at t52.4ms: profiles of the Si
density as a function of thez position for Ar pressures of 400 an
700 mTorr.
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temperature and velocity of Si atoms between the Ar and
cases is due essentially to the mass gradient, which sig
cantly affects the conversion of kinetic energy of the
plume into heat as a result of a compression shock. A qu
titative description of the key role of the background g
type and pressure is of great interest to optimize the P
process.

E. Comparison of modeling to LIF and TOF results

The temporal distribution of the heavy-particle tempe
ture atz51.5 cm is simulated to be compared to experime
tal data obtained by the LIF technique@12#, as shown in Fig.
12. The modeling conditions are as follows: a laser flue
of 2.4 J/cm2, and 400 and 1250 mTorr of He. In good agre
ment with experimental data, the simulated temperature
the atoms decreases exponentially with the expansion tim
a result of mixing with the background gas, and the tempe

FIG. 9. Results of a 2D Navier-Stokes gas dynamics calcula
with a laser fluence of 2.4 J/cm2 at z55 mm: profiles of the heavy
particle temperature as a function of time for Ar pressures of
and 700 mTorr.

FIG. 10. Results of a 2D Navier-Stokes gas dynamics calc
tion with a laser fluence of 2.4 J/cm2 at t51 ms: Si density profiles
as a function of thez position for 700 mTorr of Ar and He.
e
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s
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e
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ture is significantly below 1000 K fort.10ms. The spatial
and temporal evolution of the temperature and density ar
great interest, as these parameters~temperature and density!
would be useful to gain a better understanding of the form
tion of atomic and molecular species.

Figure 13 shows the simulated time of flight~TOF! of Si
atoms and ions compared with experimental data, wh
were obtained with a laser fluence of 2.4 J/cm2 and for 400
mTorr of Ar. For shorter distances~,5 mm!, the simulated
time of flight of Si neutral atoms is in good agreement w
experimental data. The discrepancies between calculat
and experimental data become more pronounced at lo
distances~.6 mm!. This is probably due to chemical pro
cesses such as clustering which may occur more significa
in the last expansion stage. An important question is whe
the ambipolar diffusion concept~i.e., forced diffusion! con-
sidered in the model can adequately describe the experim
tal observation of ion acceleration in the last expans
stage. Experimentally, it is observed that the ion expans
velocity is twice as fast as that of the neutral atom, as sho
in Fig. 13. The simulated ion velocity is only 5% faster th
the simulated atom velocity as a result of ambipolar dif

n

0

-

FIG. 11. Results of a 2D Navier-Stokes gas dynamics calc
tion with a laser fluence of 2.4 J/cm2 at z55 mm: Si density pro-
files as a function of time for 700 mTorr of Ar and He.

FIG. 12. Comparison of calculated and experimental profi
obtained by the LIF technique of heavy particle temperature az
51.5 cm as a function of time, for a laser fluence of 2.4 J/cm2, and
background pressures of 400 and 1250 mTorr of He.
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sion. The simulated values of the ion TOF are far from be
satisfactory. We also note from our modeling study that fo
laser fluence of 1.5 J/cm2, slightly above the silicon plasm
ignition threshold~1 J/cm2!, the lack of agreement still ex
ists. So the ambipolar diffusion concept cannot adequa
describe the ion dynamics because of the possible smal
gree of charge separation in the plume. Thus charge sep
tion phenomena may be very strong in the plasma plu
and have to be treated rigorously in the numerical model
addition, the shock front expansion is also compared with
dynamics of the species~see Fig. 13!. The shock front ve-
locity is approximately twice as fast as the neutral atom
locity. Thus the majority of neutral atoms move far behi
the shock wave.

The velocity of the shock front~simulated! and of the ions
~TOF measurements! indicates that ion dynamics ar
strongly correlated with the shock front expansion. An e
planation of this behavior may be that fast electrons acce
ate ions behind the shock front.

IV. SUMMARY AND CONCLUSION

The details of physical phenomena involving las
induced Si plasma expansion into Ar and He gases is c
sidered after the end of a laser pulse of an excimer laser~an
ArF of 193 nm! at a fluence range of 1.5–2.4 J/cm2. This is
high enough to provide a good supply of singly ionized
while avoiding higher ionization states. The backgrou
pressure is investigated in the range of a few hundred mT
A hydrodynamic multispecies gas model simulating the
volved processes is proposed. The plasma and backgr

FIG. 13. Comparison of calculated and experimental time-
flight ~TOF! data of Si atoms and ions for a laser fluence of 2
J/cm2, and a background pressure of 400 mTorr of Ar.
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gas are treated as a compressible fluid. The hydrodyna
model is set up with four species~Si I, Si II , Ar I, ande!. The
model incorporates the nonequilibrium condition for ioniz
tion and, for the first time, to our knowledge, various diff
sion processes~mass and ambipolar diffusion, thermal co
duction, and viscosity!. We use a two-temperatur
approximation ~heavy-particle temperature, electron tem
perature! to describe the plasma. The ambipolar diffusi
concept is tested to describe the effect of forced diffusion
the electric field, which is assumed to cause the ion accel
tion process in the plasma expansion. We solve the th
dimensional axisymmetric compressible Navier-Stokes eq
tions for a multispecies gas with thermal conduction, ma
forced diffusion, and viscosity in addition to convection.

The effects of diffusion processes are evaluated by co
paring the solutions of the full set of Navier-Stokes equatio
that contain convection, thermal conduction, viscosity, ma
and forced diffusion to the Euler solutions obtained by so
ing only the convection. It is demonstrated that diffusi
processes are only important in the last expansion stage,
are less significant in the first stage. Therefore, a Euler c
putation which is less complicated than a Navier-Stok
computation can adequately describe the early stage
plasma expansion into background gas. Despite a numbe
simplifications in the model, it is possible to simulate a
equately the overall plasma expansion behavior—such as
mixing zone evolution, the temperature, and the density e
lution of the plasma plume—into the background gas. T
rarefied plasma plume—background gas interaction lead
a backward movement including both the plume species
background gas as a result of mass diffusion. There i
marked difference between heavy-particle and electron t
peratures, indicating a persistent lack of equilibrium betwe
the heavy particle and the electron in the plasma plume
pansion. The numerical results are applied successfully t
neutral atom dynamics. However, our attempt to use the
bipolar diffusion concept to describe the ion dynamics w
unsuccessful, since the calculated ion velocity is sligh
greater~5%! than the neutral atom velocity, whereas the e
perimental ion velocity is twice as fast as the neutral at
value. Thus charge separation phenomena may be
strong in the plasma plume, and have to be treated rigoro
in the numerical model. We also outline the strong corre
tion of the shock front expansion with ion dynamics. A qua
titative prediction of the critical influence of the backgroun
gas type~Ar, He! and pressure is demonstrated. Thus it
quite possible to control ‘‘the plasma plume expansion’’
only varying the background gas parameters~pressure, type!.
The extension of the applicability of the model to the case
Si dimer formation in the gas phase is also underway, to g
a better understanding of the clustering process.
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